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Goals and main tasks

The main goal of the DWT was to provide a distributed and scalable monitoring 
framework responsible for:
•  capturing usage metrics, system status and aggregated information at the 

single site level and at the federated level
•  providing the user with a user friendly interface including widget showing 

aggregated statistics and monitoring information.

The Dashboard system faces this important challenge through two main 
components:
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Architecture in the large – Single node level

Mul-	Tier	Database	
1	Datawarehouse	+		
A	set	of	data	marts	

Features:	
•  Extended	set	of	staGsGcs	
•  Fine	grain	level		
•  Project	specific	views	
•  More	scalable	design	



Architecture in the large – Federation level

v  The federated protocol is 
based on a hierarchical view 
of the system 

v  Two kinds of nodes:
Ø  Collector node
Ø  Leaf node

Till now, the federated statistics have been collected by manually executing a set of 
different queries on the various data nodes and importing the results into a single 
database. 



Architecture in the large – Federation level
Leaf node

v  Dashboard back-end 
engine
Ø   A data warehouse 

storing all the data 
related to the 
downloads

Ø   A set of data marts 
containing specific 
statistics information

v  A set of RESTful API 
providing the collector 
node the possibility to 
access data marts and 
getting the statistics.



Architecture in the large – Federation level
Collector node

The collector node has a more complex structure because, in addition to making its 
information available to the collector through the RESTful API, is in charge to query 
its leaf nodes.

The collector node is composed by:
v  data warehouse and data marts
v  RESTful API 
v  xml configuration file
v  federation component

A first prototype of such protocol has been 
successfully installed and tested on four 
sites: CMCC, DKRZ, NASA/JPL, PCMDI



New Dashboard-UI – Statistics Overview



New Dashboard-UI – Statistics Overview

Registered	Users	and	Number	of	Downloads	per	Project	



New Dashboard-UI
Number	of	Downloads	by	
Con-nent	and	Countries	



New Dashboard-UI

Number	of	Users	by		
Con-nent	and	Countries	



New Dashboard-UI
Number	of	Registered	Users	by	IdPs	



New Dashboard-UI – Data Usage Statistics section

Number	of	download	over	-me	

Number	of	download	per	host	



New Dashboard-UI – Project specific section

Obs4MIP4	project	



New Dashboard-UI - Client statistics section

Number	of	users		who	
made	a	download	



New Dashboard-UI – Federated Data Archive section

Filter	by	data	node	



New Dashboard-UI – Federated Data Archive section

Total	number	of	datasets	and	related	size	for	each	Model	and	Modeling	Ins-tute		
for	CMIP5	project	(data	obtained	by	SOLR	module).	



New Dashboard-UI – Service status section 

Deployment	distribu-on	



Thank you


