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INtroduction

* Recent reports (e.g. 4th National Climate Assessment report) indicate that climate
change is accelerating beyond earlier predictions:

* Enormous economic consequences to the U.S. and world economy

* Severe weather events (floods, wildfires, tornadoes...)

* \Widespread health effects

* We are the last generation that can avoid a massive extinction of species

* As the world leading data infrastructure in support off climate change research,
ESGF plays an important role in predicting and mitigating its effects on the whole
Earth ecosystem




2018 State of ESGF

ESGF has made constant, solid progress in 2018: improving the
reliability of the technical infrastructure, developing new functionality,

expanding data holdings and user base

Most recent stats: 31 nodes, 793,026 datasets, 10,054,190 files, 133
CoG projects, 19,978 users




Review of Action Items from 2017 F2F

* Roadmap established by ESGF-SC and ESGF-XC in 2017 for 2018 (https://esgf.linl.gov/esgf-media/pdf/
2017-ESGF_F2F_Conference_Report.pdf):

* Short Term Plans for “CMIP6 Preparedness” (0-2 years):

* Replication ocessconss
* Documentation and training for data publishers i |
* Software and operations security

* PID Service

* Basic data reduction and analysis operations

* User authentication and authorization

* Longer Term Plans for ESGF longevity (2-5 years):

* Server-side computation
* |nstallation

* Cloud computing

Face-to-Face
Conference Report

* Programmatic access to data




2018 ACCOMPLISHMENTS



Preparations for CMIPG

* CDNOT coordinated installation and testing of ESGF infrastructure across Nodes (S. Denvil, R.

Petrie)

* 5 “data challenges” held in 2018 to stress-test the system with increasingly larger amounts
of CMIP6 test data - very successful

* (Guides for node administrators and data managers

* Replication Working Group is working at managing and improving the replication of core
CMIP6 data across “Tier-1” Nodes (S. Kindermann, E. Dart)

* Replica data are been published at LLNL and DKRZ with GridFTP endpoints

* WIP (WGCM Infrastructure Panel) is overseeing ESGF preparations and providing connections
with the CMIP modeling groups (K. Taylor, Balaji)

World Climate Research Programme




Current CMIP6 data holdings

* ESGF opened for
. © cmip6 Data Search |cmip6 | E- X [3 https://esgf-node.linl.gov/ess- X | +
CM I P6 data In J une < - C @ https://esgf-node.lInl.gov/search/cmip6/ e 0 & :

i Apps [ SaddleRidge ES My [ES Google Compute B AWS E5 cO2 E5 cOG E5 JPL ES5 EDRN ES ESGF ES5 tmp ES DREAM [ES NOAA [ES ESGF-Docker » | E5 Other Bookmarks

Lawrence Livermore National Laboratory

* Currently serving WGRFl@f CMIPé6

World Climate Research Programme

2 0-1 8 Hosted by e I Department of Energy WWESGF @ é‘g’*ﬁ

Welcome, lucacinquini1. | My Profile | Log out

You are at the ESGF@DOE/LLNL node

CMIP6 data from 4 S
Last Search | & My Data Cart (0)
. | MIPEra + B
a a O e S Enter Text: © Search Reset Display| 10 4 |results perpage [More Search Options ]
. y | Activity +
| Model Cohort +
("] Show All Replicas | Show All Versions | Search Local Node Only (Including All Replicas)
| Product +
b p) Total Number of Results: 16844
-1-234 56 Next >>
Source ID + Add all displayed results to Data Cart Remove all displayed results from Data Cart
Institution ID ¥ Expert Users: you may display the search URL and return results as XML or return results as JSON
u Source Type + 1. CMIP6.CMIP.IPSL.IPSL-CM6A-LR.1pctCO2.r1i1p1f1.Emon.fHarvestToProduct.gr
* Data Node: vesg.ipsl.upmc.fr
Nominal Resolution + Version: 20180727
Total Number of Files (for all variables): 1
Full Dataset Services: [ Show Metadata] [ListFiles] [ THREDDS Catalog] [WGET Script] [LAS] [Show Citation] [PID] [ Globus Download ]
| Experiment ID + | [ Further Info |
' Add to Data Cart
y | Sub-Experiment +|
2. CMIP6.CMIP.IPSL.IPSL-CM6A-LR.1pctC0O2.r1i1p1f1.AERmon.lwp.gr
Variant Label + Data Node: vesg.ipsl.upme.fr
Version: 20180727
Grid Label + Total Number of Files (for all variables): 1
Full Dataset Services: [ Show Metadata] [ListFiles] [ THREDDS Catalog] [WGET Script] [LAS] [Show Citation] [PID] [ Globus Download ]
[ Further Info ]
Table ID ¥ Add to Data Cart
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* Data holdings:

Frequency

Total Number of Files (for all variables): 1

. Full Dataset Services: [ Show Metadata] [ListFiles] [ THREDDS Catalog] [WGET Script] [LAS] [Show Citation] [PID] [Globus Download ]
* r T ] CF Standard Name N [ Further Info ]
O e S & Add to Data Cart
| Data Node + | 4. CMIP6.CMIP.IPSL.IPSL-CM6A-LR.1pctCO2.r1i1p1f1.0mon.si.gn

Data Node: vesg.ipsl.upmc.fr

Version: 20180727

Total Number of Files (for all variables): 2

Full Dataset Services: [ Show Metadata] [ListFiles] [ THREDDS Catalog] [WGET Script] [LAS] [Show Citation] [PID] [ Globus Download ]

* ~106,844 datasets

5. CMIP6.CMIP.IPSL.IPSL-CM6A-LR.1pctC0O2.r1i1p1f1.0clim.difvmo.gn
Data Node: vesg.ipsl.upme.fr
Version: 20180727
Total Number of Files (for all variables): 2
Full Dataset Services: [ Show Metadata] [ListFiles] [ THREDDS Catalog] [WGET Script] [LAS] [Show Citation] [PID] [ Globus Download ]

* ~45,930 files & Add to Data Cart rurerinie]

6. CMIP6.CMIP.IPSL.IPSL-CM6A-LR.1pctCO2.r1i1p1f1.Simon.sivoln.gn
Data Node: vesg.ipsl.upmc.fr




New ESGF Services for CMIP6

* New ESGF services provide enhanced functionality in support of CMIPG:

* PID (“Persistent Identifiers”) service: assigns PIDs to datasets and files at time of
publication for long-term identification

* ES-DOC: landing pages for datasets, models, experiments, CMIP6

* Errata Service: central catalog for datasets that had to be retracted for various reasons

* DOI Data Citation pages at WDC: provide information on how to cite the data, license,
content, and related datasets (forcing

& Nodes X | © cmip6DataSe: X @ ES-DOC-Furth X X | ® ES-DOC-View X | [} https:/esgf-no [@ CMIP6 > DatasetErrata—ES- X ® ES-DOC-Errata-Search X (D) ESGF-LLNL - Home | ESGF-Cc X | + © Nodes X | © cmipDataSearch x | ® ES-DOC-Further! X () CMIP6Citation'lPS X ~ @ ES-DOC-Viewer X | [ httpsi/esgf-node. X |
N o ; <« @ es-doc. ic/i html o) ;> C a dkrz.de/WDCC/ui ip62i MIP6.CMIP.IPSL.IPSL-CMBA-LR.1pctCO2 % 0® B :
« > C & https://furtherinfo.es-doc.org/static/index.html?target=CMIP6.IPSL.IPSL-CM6A-LR.1pctCO2.none.ri1p1f1 prd Q © Ly ° &
Apps B3 WRC BS Microsoft SQL Ser.. [S SaddleRidge ES) My ES Google Compute B Aws B3 coz B cos B3 JrL » B OtherBookmarks APPs B3 WRC B3 SaddieRidge E5 My B GoogleCompute B9 AWs B3 coz B3 coc E5 JPL ES EORN B ESGF B9 tmp B9 DREAM » | B3 Other Bookmarks
Apps B WRC EJ SaddleRidge BS My B Google Compute B Aws B co2 B3 coc B3 JPL ES EDRN B3 ESGF » | B3 \
British Atmospheric
o : es-doc Dataset Erata - Search mm 2% (@POVDI @Eds (YRS
WCRP-& CMIP6 Further Information .., 100 l S Sy Documerkon Vol e Prorannn S
W Clrate ke o amme

Project: Experiment ID: Institution ID: Source ID: Variable ID: Severity:

Further Info URL: https://furtherinfo.es-doc.org/CMIP6.IPSL.IPSL-CM6A-LR.1pctCO2.none.r1i1p1f1

Total Issues
ES-DOC Documentation e | ot | e e v cmm | e emm | cmm

Metadata for 'CMIP6.CMIP.IPSL.IPSL-CM6A-LR.1pctCO2'

General Information

General Information

MIP Era CMIP6 1 CNRM-  Wrong realm ocnBgChem typo 2018-11-14 2018-11-16 =
PR CERFACS Name  CMIP6.CMIP.IPSL.IPSL-CM6A-LR. 1pctCO2
Institution IPSL Abstract  Coupled Model Intercomparison Project Phase 6 (CMIP6) data sets.
2 NOAA-GFDL  Incorrect some coordinates and cell_methods in piCont ... 2018-11-08 2018-11-08 - These data includes all datasets published for ‘CMIP6.CMIP.IPSL.IPSL-CM6A-LR. 1pctCO2' according to the Data Reference Syntax defined as
Model IPSL-CMBA-LR - 'mip_era.activity_id.institution_id.source_id.experiment_id.member_id.table_id.variable_id.grid_label.version'.
3 NOAA-GFDL Error in variable “comment” metadata 2018-11-01 2018-11-16 -
. ‘The Earth System Model IPSL-CM6A-LR, released in 2017, includes the components:
Experiment 1pctCO2 4 NOAA-GFDL albisccp erroneous data units 2018-10-29 2018-11-16 - atmos: LMDZ (NPv6, N96; 144 x 143 longitude/latitude; 79 levels; top level 40000 m), land: ORCHIDEE (v2.0, Water/Carbon/Energy mode), ocean:
NEMO-OPA (€ORCAL.3, tripolar primarily 1deg; 362 x 332 longitude/latitude; 75 levels; top grid cell 0-2 m), ocnBgchem: NEMO-PISCES, sealce: NEMO-
Ensemble Description N/A 5 IPSL. 300 years extension for abrupt-4xCO2 2018-10-22 2018-10-22 - LIM3.
‘The model was run by the Institut Pierre Simon Laplace, Paris 75252, France (IPSL) in native nominal resolutions: atmos: 250 km, land: 250 km,
Machine Performance N/A 6 IPSL  Irelevant GFC in experiment other than historical 2018-10-19 2018-10-23 - ocean: 100 km, ocnBgchem: 100 km, sealce: 100 km.
7 IPSL Instabilities which lead to erroneous values of tas a ... 2018-10-16 2018-10-16 - Project: These dato have been generated os part ofthe Coupled Model Project Phase 6 (CMIPS; see also
GMD Special Issue: htt I_issues90.htmi). The simulation data provides a basis for climate research designed to
Dat: t Docu tati [ IPSL  tas instabilites lead to emoneous values of tasmax 2018-10-05 2018-10-16 - answer fundamental science questions, and the results will undoubtedly be relied on by authors of the Sixth Assessment Report of the
atase mentation Intergovernmental Panel on Climate Change (IPCC-AR6).
9 IPSL  Versioning errors for 1pctCO2 and abrupt-4xCO2 2018-07-27 2018-07-27 - Critical Resolved
Dataset ESGF Search N/A CMIP6 is a project coordinated by the Working Group on Coupled Modelling (WGCM) as part of the World Climate Research Programme (WCRP). Phase 6
10 IPSL  Wrong realm *ocnBgChm" typo 2018-07-26 2018-08-08 - builds on previous phases executed under the leadership of the Program for Climate Model Diagnosis and Intercomparison (PCMDI) and relies on the
Earth System Grid Federation (ESGF) and the Centre for Environmental Data Analysis (CEDA) along with numerous related activities for implementation.
Dataset Errata N/A 1" IPSL Unchanged PIDs for new version 2018-07-20 2018-07-21 = High Resolved The original data is hosted and partially replicated at a federated collection of data nodes, and most of the data relied on by the IPCC is being archived
for long-term preservation at the IPCC Data Distribution Centre (IPCC DDC) hosted by World Data Centre for Climate (WDCC) at DKRZ.
set Citati 3 = - = 12 IPSL ‘Some sea ice variables in 3D instead of 1D 2018-07-12 2018-07-17 - Low
Data Citation(s) https://cera-www.dkrz.de/WDCC/meta/CMIP6/CMIP6.CMIP.IPSL.IPSL-CMBA-LR.1pctCO2 ‘The project includes simulations from about 90 global climate models and around 40 institutions and organizations worldwide. - Project website:
13 IPSL. Integers instead of PFTs names. 2018-07-02 2018-10-12 - Low https://pcmdi.lini.gov/CMIP6.
" Subjects  CMIP6.CMIP.IPSL.IPSL-CM6A-LR. 1pctCO2 (DRS: http://github.com/WCRP-CMIP/CMIP6_CVs)
Other Documentation 14 IPSL  Integers instead of ocean passages names 2018-07-02 2018-07-17 - Low cMIP6
climate
N N N 15 IPSL “aresicoordinates" atiribute is missing 2018-07-02 2018-07-17 _ Low Resolved Rights  Creative Commons Attribution 4.0 International License (CC BY-SA 4.0)
WCRP CMIP6 Homepage https://www.werp-climate.org/wgecm-cmip/wgem-cmip6 License  CMIP6 model data is evolving in the sense that datasets are changed and added as new versions. The author list and the title are not final, either. Cite
16 PSL | Time Instantaneous data with time boundaries 2018-07-02 2018.07-13 . . ‘Wont Fix this data collection including the latest dataset version according to the Data Citation Guidelines (http://bit.ly/2gBCuaM ). Individuals using the data

. . ide to the terms of use for CMIP6 data (https://pcmdi.linl.gov/CMIP6/TermsOfUse ). Details on any license restrictions are recorded as global
ES-DOC CMIP6 Homepage  https://es-doc.org/cmip6 o
Pag psi// g/emip! Total Issues = 16. Filtered Issues = 16. V0.6.1.0 © ES-DOC attributes in the files.




Other ESGF Development

Air Temperature @ 850hPa - Apr 2005 Monthly Ave - AIRS Retrieval

* Obs4MIPs serving more observational data, better (R. . mwEe s S

Ferraro, P. Gleckler, D. Waliser and P. Durack)

* New specification for dir structure, filenames, search

facets that is aligned with CMIP6 (ODSv2.1)

* “Dataset Indicators” matrix captures the “maturity level”
for model evaluation

* |nstallation Working Team: classic shell-based installer and

new Python-based installer (P. Dwarakanath, S. Ames, W. Hill)

* |dea Working Team: transitioning the current ESGF Security
infrastructure (based on OpenlID 2.0) to more current industry
standards: OAuth2 and OpenlID-Connect (P. Kershaw)

* ESGF publisher and ESG prep - several upgrades to support
CMIP6 and improve performance (S. Ames, G. Levavasseur)

* Dashboard team - integrating the information provider into

the installer and supporting the central metrics aggregator
site, also developing custom view for CMIP6 (S. Fiore, A.
Nuzzo, M. Mirto)




ESGF NEW DIRECTIONS



Containerization

* ESGF/Docker: alternative architecture for ESGF Node where all services
are packaged, deployed and managed as Docker containers

* Advantages of container based architecture (“micro-services”)
* Easier to deploy and test

* More flexible

* More scalable

* Easier to evolve
* ESGF/Docker first release in September 2018

* Stable but not feature complete (no Globus)

* Based on Docker, Kubernetes and Helm HELM

A




Compute Node

* The ESGF Compute Working Team has made great progress in developing scalable
computing capabilities for ESGF (J. Boutte, C. Doutriaux, T. Maxwell, T. Landry)

* Architecture of compute node was designed from the ground up as a system of
iInteracting Docker containers => highly scalable - both horizontally and vertically

* ESGF Compute APl implemented by 3 back-ends (sub-set, average, min/max, etc.)

* Status: converted to Kubernetes+Helm, ready to be deployed w/ ESG/Docker stack

Traefik
Load Balancer

riable

Script | Execute

mmmmmmmm

Domain




VISUS

* Visualization engine developed by University of Utah (S. Petruzza)
* Streaming climate datasets at multiple resolutions

* Data converted on the fly from NetCDF to IDX

* Finalizing the integration with ESGF/Docker




Moving to the

Cloud

* ESGF is experimenting with moving its services -all or in
part- to the Cloud

* Cloud advantages: practically unlimited scalability, high
availability, managed resources

* Cloud challenges: cost model, new architecture designs

* How to deploy on a cluster of nodes, how to persist
data, how to plan for failure

* Several efforts undergoing:

* ESGF/Docker with Kubernetes is immediately suitable for
Cloud deployment

* GFDL is running a prototype node on Google GKE,

" .
published some CMIP6 data, enabling access to Pangeo |: -~ T ]
’ Applications Name ~ Staws Type Pods  Namespace  Cluster
[ E  Configuration esgf-auth @ ok Deployment ~ 1/1 default esgf-cluster
Vla Open D AP O  Sstorage esgf-cog @ oK Deployment /1 default esgf-cluster
esgf-idpnode @ ok Deployment ~ 1/1 default esgf-cluster
esgf-index-node @ ok Deployment /1 default esgf-cluster
esgf-orp @ oK Deployment  1/1 default esgf-cluster
" . esgf-postgres-auth @ ok Deployment ~ 1/1 default esgf-cluster
* GSFC/JPL planning to deploy a single ESGF/NASA node
esgf-postgres-esgcet @ OK Deployment /1 default esgf-cluster
esgf-postgres-sics @ oK Deployment  1/1 default esgf-cluster
On AWS GOVCloud esgf-proxy @ ok Deployment ~ 1/1 default esgf-cluster
esgf-slcs @ ok Deployment ~ 1/1 default esgf-cluster
esgf-sol-master @ ok Deployment ~ 1/1 default esgf-cluster
esgf-solr-slave @ ok Deployment /1 default esgf-cluster
[ ¥ Marketplace esgftds @ ok Deployment /1 default esgf-cluster
* New Index Node architecture based on Solr Cloud, e 2 e
<l

stable deployment on AWS for several months

Workloads Statuses

Deployments Pods Replica Sets
Pods =
Name % Node Status & Restarts Age =

@ esgfindexnode-864c6448c7-cofkk ip192168195-203 us-west- Running 0 2 minutes = ¢
2.compute.internal

@ esgf-slcs-85bofffoda-fhivh ip-192168-195203.us-west- Running 0 3minutes =}
2.compute.internal

@ esqf-postares-slcs-57b5c97f47-ahmxf ip-192:168195-203.us west- Running 0 3minutes =}
2.compute.internal
p192-168-157-180.us-west- — .

@  esgftds756845bbb9-48p8f g ! us-wes Running 0 2 hours =
2.compute.internal
-192-168-195-203. us-\ t- —

@ esof-orp-6ic779da7-2527¢ 1p192:168-195-203.us-wes| Running 0 3hours =
2.compute.internal

@ esgfcog67486c98d5-smdlc ip192168157-180.us-west- Running 0 3hours =
2.compute.internal

@ esgf-postgres-cog-78ff645b{6-5m2zm ip-192168-195-203.us-west- Running 0 3hours =
2.compute.internal

@ esgfidpnode-556b5d567b-1857q ip-192:168157-180.us west- Running 0 3hours =
2.compute.internal
p192-168-195-203 us-west- — .

@  esqf-proxy-784589854d-79hd] s ! uswest Running 0 3 hours =
2.compute.internal
-192-168-157-180.us-\ t- —

@ esgf-solrslave-6b84bScdbo-5n29d g us-wes Running 0 3hours =

2.compute.internal

1-100f 12 IK <

>l

AWS EKS

Kubernetes clusters CREATE CLUSTER DEPLOY

A Kubernetes cluster is a managed group of uniform VM i for running Ki

Filter by label or name

Name A Location Cluster size Total cores Total memory

@ esgf-cluster us-centrall1-f 5 5vCPUs 18.75GB

C REFRESH

Learn more

Notifications

Labels

Connect ' &

@4 RUDCMEES Ty WOTRIoaqs O RerReST L DEPToY

Clusters Workloads are deployable units of computing that can be created and managed

inacluster.

Workloads

GCP GKE




Machine Learning

* How to mine the vast amounts of
data held by ESGF to make
reasonable predictions on future
global climate and weather
events?

-— Density Estimator

— Encoding Network

ConvLSTM Tracking Model /

* LLNL: “Deep Hurricane Tracker”
model analyzes patterns in
climate simulation data to predict
hurricane tracks (S. Kim)

* CCMC: High Performance Data
Analytics and Machine Learning
using Ophidia - an infrastructure
for executing declarative, parallel,
server side analytics workflows

(S. Fiore)

* CRIM: working with OGC to
advance ML&DL capabilities for
high resolution satellite images (T.
Landry)




KEY CHALLENGES



Key Challenges for 2019 and Beyond

* Scalability

* A container based architecture is highly scalable, but the underlying applications must be
scalable

* Publishing services, data catalogs (TDS), and display of search results

* Easy Data access

* |[mprove the wget scripts, provide alternative clients

* Better support for subsetting at the source, over space and time aggregations

* Server side distributed computing _HPG/ Cloud Campute

L@

® ;‘\!‘»\_! .A.
* Deploy the Compute Node operationally 1}

Jupyter end user

* Enable workflows that span multiple steps, at multiple sites Q(«.ﬁ 5:“,;”

(v

* |nteroperability

* NASA DAACs, ESA, Copernicus

* Pangeo

0ece oo

* GEOSS: Global Earth Observations System of Systems




Dear Colleagues:

My apologies for not attending this year's 2018 ESGF Conference. However, | know you
are in great hands with the SC and XC committees. | am proud to be a part of this
international team and you should be proud of another great year of contributions to
the ESGF and climate change community efforts! Deadlines are being met and climate
scientists are using ESGF to address one of the most pressing challenges of the day and
the future. Without you NONE of this would be possible.

Again, | thank each and everyone of you for your contributions to ESGF and making it
what it is today, "The leading climate simulation distributed data warehouse”.

| hope to see everyone soon as | recover from my illness.

Best regards,
Dean N. Williams

ESGF Chair







